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## Overview

1 The functional form of redundant information

2 The total information lattice

## Section 1: The functional form of redundant
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■ What are the different ways the sources can provide redundant information?

- Answering this question corresponds to determining the domain of $I_{\cap}$
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- Answering this question corresponds to determining the domain of $I_{\cup}$
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## Conclusions

Redundant information $I_{\cap}$ only depends of the marginal distributions

Redundant information $I_{\cap}$ is only one side of the information decomposition problem

- We also need to consider the union information $I_{\cup}$
- Easier to consider the monotonicity of $I_{\cup}$ than total monotonicity of $I_{\cup}$

