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Abstract

What are the distinct ways in which a set of predictor variables can
provide information about a target variable? When does a variable
provide unique information? When do variables provide shared informa-
tion? And when do variables combine to provide synergistic information?
Information decomposition aims to address these questions.

The Problem

Shannon inequalities:

0 ≤ H(X), H(Y ) ≤ H(X, Y ) ≤ H(X) +H(Y )

H(X|Y ) H(Y |X)I(X ;Y )

H(Y )H(X)

H(X, Y )

Figure: A Venn diagram can be used to represent the relationship between the
entropy of two variables—this depiction is justified by the Shannon inequalities.

No inequalities require the multivariate mutual information

I(X ;Y ;Z) = I(X ;Y )− I(X ;Y |Z)
to be non-negative. This quantity has “no intuitive meaning” [1].
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Figure: A Venn diagram does not provide a valid representation of the relationship
between the entropy of three variables as I(X ;Y ;Z) is not non-negative [2].
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Unique, Redundant and Synergistic Information

Consider the information provided by variables S1 and S2 about T :

I Unique information

I(S1;T ) = 1

I(S2;T ) = 0

I
(
(S1, S2);T

)
= 1

 U(S1\S2→ T ) = 1

p s1 s2 t
1/4 0 0 0
1/4 0 1 0
1/4 1 0 1
1/4 1 1 1

I Redundant information

I(S1;T ) = 1

I(S2;T ) = 1

I
(
(S1, S2);T

)
= 1

 R(S1, S2→ T ) = 1

p s1 s2 t
1/2 0 0 0
1/2 1 1 1

I Synergistic information (e.g. xor logic gate)

I(S1;T ) = 0

I(S2;T ) = 0

I
(
(S1, S2);T

)
= 1

 C(S1, S2→ T ) = 1

p s1 s2 t
1/4 0 0 0
1/4 0 1 1
1/4 1 0 1
1/4 1 1 0

RU1 U1

I(S2;T )I(S2;T )

C
I
(
(S1, S2);T

)
I(S1;T ) = U1 +R

I(S2;T ) = U2 +R

I
(
(S1, S2);T

)
= U1 + U2

+R + C

Figure: The relationship between the unique, redundant, and synergistic information.

Multivariate mutual information conflates redundancy and synergy

I(X ;Y ;Z) = R(Y, Z → X)− C(Y, Z → X)

Partial Information Decomposition [3]

Redundant information should be analogous to set intersection:

1. Commutativity

2. Monotonically decreasing

3. Idempotency

 =⇒ Redundancy lattice
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Figure: The redundancy lattice enables us to decompose multivariate information.

However, defining multivariate redundancy has been a contentious problem:

I Much ongoing research, e.g. see the special issue in Entropy [5].

I Our approach provides satisfying results, e.g. target chain rule [4].
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